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Simon Godsill is Head of Information Engineering (Div F), and Professor of Statistical Signal Processing in the Engineering Department at Cambridge University. He is also a Professorial Fellow at Corpus Christi College Cambridge. He coordinates an active research group in Signal Inference and its Applications, specializing in Bayesian computational methodology, multiple object tracking, spatio-temporal inference, audio and music processing, and stochastic process simulation/inference. A particular methodological theme over recent years has been the development of novel techniques for optimal Bayesian filtering and smoothing, using computastional methods such as Sequential Monte Carlo (SMC), Particle Filtering methods, Markov Chain Monte Carlo (MCMC), Variational Bayes and Expectation-Maximisation (EM).
[bookmark: Publications:]  [bookmark: Publications]Publications: 

[bookmark: See_Google_Scholar_44_where_many_of_our_papers_can_be_found_for_download.]  See Google Scholar, where many of our papers can be found for download. 
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[bookmark: A_42Generalised_shot_noise_representations_of_stochastic_systems_driven_by_non_45Gaussian_L_233vy_processes_42_40Advances_in_Applied_Probability_44_April_2024_41_Marcos_Tapia_Costa_44_Ioannis_Kontoyiannis_44_Simon_Godsill_44_https:_47_47doi.org_4710.1017_47apr.2023.63_41_https:_47_47arxiv.org_47abs_472305.05931]  Generalised shot noise representations of stochastic systems driven by non-Gaussian Lévy processes (Advances in Applied Probability, April 2024) Marcos Tapia Costa, Ioannis Kontoyiannis, Simon Godsill, https://doi.org/10.1017/apr.2023.63 )  https://arxiv.org/abs/2305.05931 



Abstract: We consider the problem of obtaining effective representations for the solutions of linear, vector-valued stochastic differential equations (SDEs) driven by non-Gaussian pure-jump Lévy processes, and we show how such representations lead to efficient simulation methods. The processes considered constitute a broad class of models that find application across the physical and biological sciences, mathematics, finance and engineering. Motivated by important relevant problems in statistical inference, we derive new, generalised shot-noise simulation methods whenever a normal variance-mean (NVM) mixture representation exists for the driving Lévy process, including the generalised hyperbolic, normal-Gamma, and normal tempered stable cases. Simple, explicit conditions are identified for the convergence of the residual of a truncated shot-noise representation to a Brownian motion in the case of the pure Lévy process, and to a Brownian-driven SDE in the case of the Lévy-driven SDE. These results provide Gaussian approximations to the small jumps of the process under the NVM representation. The resulting representations are of particular importance in state inference and parameter estimation for Lévy-driven SDE models, since the resulting conditionally Gaussian structures can be readily incorporated into latent variable inference methods such as Markov chain Monte Carlo (MCMC), Expectation-Maximisation (EM), and sequential Monte Carlo.
[bookmark: A_42Point_process_simulation_of_generalised_hyperbolic_L_233vy_processes_44_42_42Yaman_Kindap_44_Simon_Godsill_Statistics_and_Computing_34_401_41_44_33_44_https:_47_47arxiv.org_47abs_472303.10292_42]  Point process simulation of generalised hyperbolic Lévy processes, Yaman Kindap, Simon Godsill Statistics and Computing 34 (1), 33, https://arxiv.org/abs/2303.10292 

[bookmark: A_42Generalised_Hyperbolic_State_45space_Models_for_Inference_in_Dynamic_Systems_44_Yaman_Kndap_44_Simon_Godsill_44_IEEE_Open_J._Sig._Proc_402024_41_44_https:_47_47arxiv.org_47abs_472309.11422_42]  Generalised Hyperbolic State-space Models for Inference in Dynamic Systems, Yaman Kındap,  Simon Godsill, IEEE Open J. Sig. Proc (2024), https://arxiv.org/abs/2309.11422 
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Abstract: In this paper novel simulation methods are provided for the generalised inverse Gaussian (GIG) Lévy process. Such processes are intractable for simulation except in certain special edge cases, since the Lévy density associated with the GIG process is expressed as an integral involving certain Bessel Functions, known as the Jaeger integral in diffusive transport applications. We here show for the first time how to solve the problem indirectly, using generalised shot-noise methods to simulate the underlying point processes and constructing an auxiliary variables approach that avoids any direct calculation of the integrals involved. The resulting augmented bivariate process is still intractable and so we propose a novel thinning method based on upper bounds on the intractable integrand. Moreover our approach leads to lower and upper bounds on the Jaeger integral itself, which may be compared with other approximation methods. The shot noise method involves a truncated infinite series of decreasing random variables, and as such is approximate, although the series are found to be rapidly convergent in most cases. We note that the GIG process is the required Brownian motion subordinator for the generalised hyperbolic (GH) Lévy process and so our simulation approach will straightforwardly extend also to the simulation of these intractable proceses. Our new methods will find application in forward simulation of processes of GIG and GH type, in financial and engineering data, for example, as well as inference for states and parameters of stochastic processes driven by GIG and GH Lévy processes.
[bookmark: L_233vy_State_45Space_Models_for_Tracking_and_Intent_Prediction_of_Highly_Maneuverable_Objects_R._Gan_44_B._Ahmad_and_S.J._Godsill._IEEE_Transactions_on_Aerospace_and_Electronic_Systems:_57.4_402021_41_44_pp._20212038._doi:_10.1109_47TAES.2021.3088430.]  Lévy State-Space Models for Tracking and Intent Prediction of Highly Maneuverable Objects R. Gan, B. Ahmad and S.J. Godsill. IEEE Transactions on Aerospace and Electronic Systems: 57.4 (2021), pp. 2021–2038. doi: 10.1109/TAES.2021.3088430. 

[bookmark: The_L_233vy_State_Space_Model_Simon_Godsill_44_Marina_Riabiz_44_Ioannis_Kontoyiannis_https:_47_47arxiv.org_47abs_471912.12524]  The Lévy State Space Model Simon Godsill, Marina Riabiz, Ioannis Kontoyiannis https://arxiv.org/abs/1912.12524 



Abstract: In this paper we introduce a new class of state space models based on shot-noise simulation representations of non-Gaussian Lévy-driven linear systems, represented as stochastic differential equations. In particular a conditionally Gaussian version of the models is proposed that is able to capture heavy-tailed non-Gaussianity while retaining tractability for inference procedures. We focus on a canonical class of such processes, the α-stable Lévy processes, which retain important properties such as self-similarity and heavy-tails, while emphasizing that broader classes of non-Gaussian Lévy processes may be handled by similar methodology. An important feature is that we are able to marginalise both the skewness and the scale parameters of these challenging models from posterior probability distributions. The models are posed in continuous time and so are able to deal with irregular data arrival times. Example modelling and inference procedures are provided using Rao-Blackwellised sequential Monte Carlo applied to a two-dimensional Langevin model, and this is tested on real exchange rate data.
[bookmark: A_42Nonasymptotic_Gaussian_approximation_for_inference_with_stable_noise_42_40IEEE_Tr._Info._Th._2020_41_Marina_Riabiz_44_Tohid_Ardeshiri_44_Ioannis_Kontoyiannis_44_Simon_Godsill]  Nonasymptotic Gaussian approximation for inference with stable noise  (IEEE Tr. Info. Th. 2020)  Marina Riabiz,  Tohid Ardeshiri,  Ioannis Kontoyiannis,  Simon Godsill 
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Underpinning much of our work is the Bayesian paradigm and associated algorithms for inference about the parameters and structure of complex systems. In the Bayesian approach data is combined with any prior information available in an optimal fashion using probability distributions. We are particularly concerned with the development of new methods appropriate to the applications above. These applications are often  sequential  in nature (the data arrive one-by-one and a decision/estimate is required with small or no delay), hence we focus considerable attention on sequential learning methods such as Sequential Monte Carlo (particle filtering). Other problems are  batch  in nature (the data arrive all at once, or we can wait until all of the data have arrived before processing) - in those cases batch algorithms can be used, and we focus attention on stochastic simulation methods such as Markov chain Monte Carlo (MCMC), including those for model uncertainty problems (reversible jump MCMC, etc.). Novel techniques are developed to help tailor these methods to the applications at hand.
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The Signal Processing Laboratory has had long involvement in audio and music processing. Early work in sound restoration here in the 1980's led to the founding of the successful company CEDAR Audio Ltd. which produces DSP equipment for remastering and enhancement of sound in the recording, broadcast and forensic industries. In current research we are concerned with accurate modelling of digital audio and automated inference about the parameters and structure of those models. Research interests include computer music transcription, audio source separation, musical beat-tracking, chord recognition, Digital Audio Restoration, noise reduction, multichannel audio and sparse modelling with overcomplete dictionaries of atoms.  Underpinning much of the work is a Bayesian statistical modelling approach to audio problems, see below.


See material for ICASSP 2015 paper on keystroke removal
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A major challenge in many application areas is that of detection, classification and tracking of multiple objects. Classic applications of this include radar and sonar, but the principles extend into computer vision, robotics and many other areas. We are aiming to push back the boundaries of current technology where many objects are present, detection probabilities are low and clutter rates are high. The methods devised use novel implementations of Monte Carlo Bayesian updating to carry out joint detection of number, characteristics and position of objects in cluttered environments.
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A further topic of great importance is the interpretation and analysis of genomic data - for example the sequencing of the human genome. Any improvements achievable in this area are likely to lead to improvements our understanding of genetics and in treatment for diseases such as cancer. Work to date has focused on improving the performance of DNA sequencing machines through very accurate Bayesian modelling. Currents topics of work include the accurate preprocessing of microarray data - crucial in identification of the genes active in certain diseases.
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 	 Book - Digital Audio Restoration - a statistical model-based approach (Springer-Verlag 1998)
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